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» Built a statistical machine learning model that encodes
expert knowledge into a prior, and mimics the tree-
structured recursive process of manual classification

» Completely unsupervised at the cell level: no cell-level
labels needed

» Comparable cell classification and disease diagnosis
accuracy relative to manual classification
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Output: Readily Interpretable Classifier
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